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System Details

• Extends the HAMR 2018 “best code” hack

• Real time app in the browser, powered via WebGL and Javascript WebAudio

• Fully client side, works on mobile

• Supports multiple faces and real time beat tracking

• Can load 30 second clips from Apple Music, record audio, or use many music meme templates (e.g. Numa Numa, Rick Roll, Chocolate Rain, etc)

• Beats mapped to eyebrows, instantaneous energy mapped to facial expressions

• We use Delaunay triangulations to extend maps from facial landmarks to a 

piecewise affine warp of all pixels

• Warps from the model are transferred to the target via barycentric coordinates

• We build a triangulation over multiple faces by performing a constrained 

Delaunay triangulation on the bounding boxes of each face and then 

putting the original triangulation within each face.  Each face moves within 

its bounding box

• We do offline beat tracking using the technique of Ellis[1]

• We also do online beat tracking via a streaming microphone 

using a Bayes filter over the efficient joint beat phase/tempo 

state space proposed by Krebs[2, 3]. For simplicity, we use 

superflux audio novelty[4] as our observation function
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