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GOAL: Given polyphonic audio by 

artist 1, re-synthesize it in the style 

of artist 2.

MAIN APPROACH: Use a cover 

song example pair of another 

song A by artist 1 with cover A’ by 

artist 2 to constrain the problem.  

Learn instrument transformations 

from artist 1 to artist 2 and apply 

them to a new song B by artist 1.

INSPIRED BY: Image analogies, 

3D shape analogies

Image analogies[1] 3D Shape Analogies[2]

Audio Cover Song Analogies??

Qualitative Results

• Main technique to learn transformations, based on work in [5]

• Ws: Time-frequency template snippets for different instruments

• W1: artist 1, W2: artist 2

• Hs: Activations/frequency shifts over time

• Learn different Ws for each song, but share the same H

• Perform decomposition on magnitude CQTs[8]

• Minimize KL Divergence

• W1 artist 1 instrument templates, W2 artist 2 instrument templates

• H1 can be thought of as a musical score that’s shared between songs

• Iterative update rules below given CQTs  

• Implemented on GPU in pyCUDA for speed

Synthetic Toy Example

• Square covered by 

circle

• Vertical rect covered by 

horizontal rect

• Diagonal covered by 

anti-diagonal

Applying Filters To B And Separating Audio 

• Use our upstream feature fusion technique from [4] for accurate beat-level 

synchronization between cover song example pair

Results And Code

https://github.com/ctralie/CoverSongSynthesis

CODE (Work in progress, but 2D NMF is solid)
SUPPLEMENTARY MATERIAL

• Synchronized cover songs A and B

• Synthesized songs B’

• Translation dictionary elements W converted to audio with Griffin Lim

• Filtered audio components for each track

http://www.covers1000.net/analogies.html

• Fix W1, learn activations H2 for B

• Apply Wiener filters to complex CQTs to obtain k separate audio track CQTs

• Invert CQTs back to audio domain, end up with k pairs of tracks from A and 

A’, each associated to one of k tracks from B

Musaicing And Mixing

• Use Driedger’s technique[6] to mash up STFT grains from song A 

to form song A’   (STFT instead of CQT for memory reasons)

DICTIONARY LEARNINGALIGNMENT MUSAICING

• Perform beat by beat uniform rescaling using the Rubberband library[9]

• The result is that A is aligned to A’

• Use the activations with A’ instead of A to create the synthesized 

cover song B’.  This is the final step!

• MJ -> AAF, synth guitar -> electric guitar

• Eurythmics -> Marilyn Manson, synth keyboard -> electric guitar
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https://github.com/ctralie/CoverSongSynthesis
http://www.covers1000.net/analogies.html

